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MODERN METHODS AND PROBLEMS OF DIGITAL
WATERMARKING OF AUDIO CONTENT

Introduction. Digitalization of information has greatly simplified the process of creating, distributing, and sharing
audio content. However, the increased availability of digital media has led to an increase in unauthorized copying and
distribution of audio files, which violates intellectual property rights. Currently, various methods are used to protect audio
content, including file encryption, digital rights management (DRM), digital watermarking technologies, authentication
methods, etc. Digital watermarks stand out among these technologies due to their ability to provide content tracking and
allow for the identification of file origin. These methods helps you to identify the owner and protect the content even
when it is further distributed. However, despite the achievements, a number of unresolved issues remains. The most
significant among them are: ensuring the resistance of watermarks to various types of audio processing and high-quality
hiding of watermarks, which should be invisible to listeners and preserve sound quality. The need for more reliable and
versatile content protection methods remains a hot topic for research and development today.

Purpose. To investigate the current state of the digital watermarking of audio content, methods and technologies of
the process of deep digital watermarking of audio content, to assess their level of quality, security and to outline promising
areas of research in the field of digital watermarking of audio content.

Methods. To achieve this goal, a combination of qualitative and quantitative research methods was used. Namely,
scientific research methods, in particular, a systematic review and analysis of scientific articles, patents, industry reports
on practical implementations of existing digital watermarking methods, methods for analyzing the security and resilience
of watermarking methods, in particular, the DCT-MLP-LSB method, benchmarking tools (AudioMarkBench) to conduct
a comparative analysis of the resilience and invisibility of watermarking methods based on their overall effectiveness, a
method of comparing results and a method of synthesizing results.

Results. Based on the conducted research, a comprehensive understanding of the current state of digital audio
content marking is obtained, the main areas of application are considered, and promising areas of application of these
technologies are highlighted. In particular, 7 main segments of digital watermarking for audio content have been
identified: - authentication; - copyright; - broadcast verification; - audience measurement; - expertise; - data hiding; -
communication. An analysis of the literature shows that by 2020, 80% of research in this area was conducted to watermark
confidential information, and only 20% to process standard content. Today, research in these two segments is evenly
distributed, and parity has almost been achieved. The rapid development of artificial intelligence algorithms causes a
sharp increase in interest in watermarking standard content. The key aspects of the two main processes
(embedding/extracting) of the watermarking system are investigated and schematized. The 4 key parameters that have the
most significant impact on the performance of audio content watermarking systems are identified and considered: -
security; - capacity; - reliability; - invisibility.

A study was conducted to evaluate the effectiveness of modern methods of digital audio content watermarking and
identify gaps in existing research. Despite humerous studies in automatic sound classification, modern methods only
partially reproduce human perception. As a result, these methods work well in some cases, but are practically unusable
in others. We propose to replace the MLP (Multi-Layer Perceptron) model with the SVM (Support Vector Machine)
model in the pipeline of the hybrid DCT-MLP-LSB algorithm in order to develop it. The main directions of promising
research in the field of digital watermarking of audio content are identified.

Conclusion. The conclusions of the article demonstrate the relevance of the research topic and outline a segment of
unresolved problems in the field of audio content watermarking.

Keywords: digital watermark, audio file, security, methods of audio content protection, digital watermark
technologies, deep learning, neural network.
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CYYACHI METOIH TA MPOBJEMMU IU®POBOI'O BOAAHOI'O
MAPKYBAHHA AYAIOKOHTEHTY

Ipoéaema. Iludposizamis indopmMamii 3HAYHO  CHPOCTHIA  TPOLECH  CTBOPEHHS  ayliOKOHTEHTY,
Woro monmpeHHs Ta oOMmiHy HuMm. [Ipore 3pocTaHHS JOCTYMHOCTI IM(POBUX MeIia MpPU3BENO IO
301IbIIICHAS] BUTIAJKIB HECAHKI[IOHOBAHOTO KOIIIIOBAaHHS Ta PO3MOBCIOKCHHS aymiodaiiniB, 1Mo MOpYIIye IpaBa
iHTeNeKTyanpbHOl BiacHocTi. Hapasi 1msi 3axucTy ayJiOKOHTEHTY BHKOPHCTOBYIOTBCS Pi3HI METOMHM, 30KpeMa
mmdpyBaHHs  QaiiniB, ynpaBimiHHS ~mudpoumu  npaBamu  (DRM), rtexHonorii 1mdpoBHMX  BOASHUX
3HaKiB, MeToau ayreHTugikamii Tomo. I[ludpoBi BOAAHI 3HAKM BHUIUIIOTECA CEpel IMX  TEXHOJOTIH
3aBASKM  3JaTHOCTI  3a0e3medyBaTd  CIHiJKYBaHHA 33  KOHTEHTOM 1  JIO3BOJIATH  IJCHTH(QIKAIliO
MOXO/KeHHsT  (QaiimiB. Taki MeToAM HAZalOTh 3MOry BH3HAYATH BJACHHKA Ta 3aXWIIATH  KOHTEHT
HaBiTh TP MO0 MOJANBIIOMY pPO3MOBCIO/KeHHI. OnHAK, HE3BAXKAUM HA JOCSTHEHHS, 3aJHIIAETHCS
psan  HeBupimieHWX mpoOiem. HaitOumbmn Barommmm cepex  HUX € 3a0e3MEYEeHHS  CTIMKOCTI  BOASHHUX
3HaKiB J0 pI3HUX BHUMAIB ayJai000OpOOKM Ta SKICHE NPUXOBYBaHHS BOJSIHUX 3HAKiB, SKi TOBHHHI OyTH
HEMOMITHUMHM JUIsl ciayxXadiB 1 30epiratm skicth 3ByKy. [loTtpeba B Oinbll HamiiHUX Ta yHIBEpCaIbHHX
METO/aX 3aXUCTY KOHTEHTY 3aJIHIIAETHCS aKTYATbHOI TEMOO /TSI HAYKOBUX JIOCIIKEHB 1 PO3POOOK ChOTOICHHSI.

Mera. [locmiauTi CydyacHHN cTaH Tainy3i ITU(GPOBOrO HAHECCHHS BOJIHHMX 3HAKIB Ha ayIiOKOHTCHT,
METOIM Ta TEXHOJIOTT Ipolecy TIIMOOKOro HU(POBOro BOJSHOTO MapKyBaHHsS ayAiOKOHTEHTY, OLIHHTH iX
piBeHb SKOCTi, OE3MEKHM Ta OKPECIUTH NEPCIEKTHBHI HANpSMKH JIOCHIPKEHb B I[APHHI IU(GPOBOTO BOASHOTO
MapKyBaHHS ayiOKOHTEHTY.

Metoau. [lnsi nocsrHeHHs L€l MeTH, B poOOTI Oyia BHKOpUCTaHa KOMOIHAIlS SKICHMX 1 KUIbKICHUX METOJIB
JIOCITiKEHHS. A came, METOIH HayKOBOTO MOCIIKEHHS 30KpeMa, CHCTeMATHYHHI OTJIS/ Ta aHalli3 HAYKOBUX CTaTeH,
NaTeHTIB, rajy3eBUX 3BITIB I0JI0 NPAKTHYHUX pealli3allii iCHyI0YnX METO/IB IIM(POBOrO HAHECEHHS BOJISHHUX 3HAKIB,
METOIM aHaiizy Oe3lmeKkn Ta CTIMKOCTI METOJNIB HaHEeceHHs BOJSHHUX 3HakiB, 30kpema wmeron DCT-MLP-LSB,
iHCTpyMeHTapiii Oenumapkinry (AudioMarkBench), mis  mpoBeleHHs TOPIBHSUIBHOTO aHaji3y CTilKOCTI Ta
HEMOMITHOCTI METOJIIB HAHECEHHsI BOJSHMX 3HAKiB Ha OCHOBI 1X 3arajibHOl €()eKTHBHOCTI, METOJ CIiBCTaBJICHHS
pe3yJIbTaTiB Ta METOJI CHHTE3Y Pe3yJIbTaTiB.

OcHOBHi  pe3yJbTaTH  JociifkeHHs.  badylounce Ha  TpOBEJEHMX  JOCHIIMKEHHAX  OTPUMAHO
BCceOIYHE PO3YMIHHS MOTOYHOTO CTaHy LU(POBOr0 MapKyBaHHS ayAiOKOHTEHTY, Po3risiHyTo OCHOBHI cdepu
3aCTOCYBAHHS Ta BUUJICHO EPCIIEKTUBHI HAIPSIMKH 3aCTOCYBAHHS IUX TEXHOJIOTIH. 30KpeMa BUOKPEMJICHO 7 OCHOBHUX
CEerMEHTIB BUKOPUCTaHHS LU(GPOBUX BOJASHUX 3HAKIB Uil ay[iOKOHTEHTY: - aBTeHTUdIKalis; - aBTOPCHKE
paBo; - Bepudikallis TPaHCISLIT; - BUMIPIOBAHHS ayAUTOpIi; - €KCIEePTH3a, - IPHUXOBYBAaHHS JAHUX; - CIIIKYBaHH:L
AHayi3 niTepaTypHUX JDKepen 3acBiguye, mo 1o 2020 poky 80% nocmiukeHb y Wil Taimy3i IPOBOIMIMCH 3 METOIO
BOISIHOTO MapKyBaHHs KoHGigeHUIidHOI iHpopmanii, i sume 20% m11 oOpoOKHM CTaHAAPTHOTO KOHTEHTY.
Ha crhorogni moCHiDKEHHS Y LMX ABOX CErMEHTaX pO3MOJUICHI PIBHOMIPHO, MPAKTUYHO HOCATHYTO MapHUTETY.
Take pi3ke 30UIBLICHHS iHTepecy JO BOJSHOTO MAapKyBaHHS CTaHIAPTHOIO KOHTEHTY, CHpPUYMHEHE
CTPIMKHM PO3BHUTKOM &JITOPUTMIB MITYYHOTO IHTENEKTY. JIOCHIPKEHO Ta CXEMaTHYHO BiJIOOpa)keHO KITIOYOBI aCHeKTH
JIBOX OCHOBHHMX TpoueciB ( BOymOBYBaHHS / BWIy4YEHHS)  CHCTEMH BOJISHHMX 3HaKkiB. BuokpemieHo Ta
PO3MIISIHYTO 4 KIIIOYOBI MapaMeTpH, II0 MAalTh HaWOIIbII BArOMHU BIUIMB HAa MPOAYKTUBHICTH CHUCTEM HAHECEHHS
BOJITHHUX 3HAKIB HA ay/IIOKOHTEHT: - Oe3IeKa; - EMHICTh; HAIHHICTh; - HEOMITHICTb.

[IpoBemeHo  OOCHIIKEHHS  OIHKHU e(heKTUBHOCTI CYJacHHX METO/IiB mdpoBoro BOJISTHOTO
MapKyBaHHs aylTiOKOHTEHTY Ta BHSBICHO NPOTAIWHU B iCHYIOUMX JOCTIIKEHHAX. 30KpeMa, He3BaKArouM Ha YHCIICHHI
JIOCHI/DKEHHST B Tally3i aBTOMAaTHUYHOI KiacuQikaiii 3ByKiB, CydacHI METOIM JIHIIE YaCTKOBO BIATBOPIOIOTH JIFOJICHKE
CIpUHHATTS. SIK HacmigoKk, mi MeToau MJo0pe TpaIfoloTh B OJHMX BHIAKAX, Ta TMPAKTUYHO HEMpPHUAATHI
JUIA BUKOPUCTAHHS y IHMUX. My mpomoHyemo B madmmaiMi ribpugaoro amroputMy DCT-MLP-LSB 3 mertoro iioro
po3Butky 3aminuTa wmoxeni MLP (GararommapoBmit mepumenTpoH, Multi-Layer Perceptron) Ha wmomems SVM
(MeTon omopHuUx BekTopiB, Support Vector Machine). Bu3HaueHO OCHOBHI HampsIMKA — TMEPCIICKTUBHUX
JIOCJTI/DKEHb Y IIAPHUHI IIU(PPOBOTO BOISTHOTO MAPKYBaHHS ay/[IOKOHTEHTY.

BucHoBku. BHCHOBKHM CTaTTi 3acBiAYYIOTH AaKTYaNbHICTb TEMH JOCHI[DKEHHS Ta OKPECIIOIOTh CErMEHT
HEBHUPIIIECHUX MPOOIJIEM B IAPHUHI BOISIHOTO MAPKYBaHHA ayllOKOHTEHTY.

KurouoBi ciioBa: mudpoBuil BomsHMIA 3HAK, aymiodaii, Oe3rmeka, MeTOIN 3aXUCTy ayJiIOKOHTEHTY, TeXHOIOTIl
nru(poBUX BOASHUX 3HAKIB, TTIMOMHHE HABUAHHS, HEHpoOMepexKa

Introduction numerous affordable and user-friendly methods for
Information is one of humanity's most treasured  sharing ideas and exchanging information. However,
assets, representing knowledge in various forms. The this rapid shift to digital formats has also led to a
emergence of digital technology has facilitated surge in unauthorized copying, which infringes upon
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intellectual property rights. To address these
challenges, embedding digital watermarks in content
can provide crucial details for tracking usage and
enforcing copyright.

Digital watermarking not only helps protect
copyrighted materials but also serves as a versatile
framework for integrating information into different
types of data for diverse applications. In this paper,
multiple digital watermarking applications were
discussed, dividing them into categories of security
and non-security. Additionally, we would go through
two distinct watermarking techniques designed for
handling standard content as well as sensitive
information, such as political news, audio recordings,
and confidential communications. Each technique is

specifically crafted to address the needs of security-
oriented and non-security contexts.

Terminology and key concepts.

The watermarking system is fundamentally
divided into two main processes ™M: embedding

and extraction. These processes typically
employ a cryptographic key, which may
either be a public or a private key. The

watermark functions as a concealed signature
embedded within the original digital content.
The final output, known as watermarked
documents, is produced by layering the original
content with the hidden signature. The embedding
process and extraction process are schematically
illustrated below.

Audio File [

Key .\

Encoding

Watermarked File

Watermark |

Figure 1 — Embedding process

Watermark, original digital content, and sometimes
the keys were set as the inputs to the embedding process.
One basic requirement to differentiate between

o =

watermarking techniques is the insertion domain #):
insertion domain with no transformation, frequency
domain, and multi-resolution domain.

'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.
Original File P rrorcotoreorin f
O

Figure 2 — Extraction process

If the original document is not needed for the
watermark detection process, the watermarking
scheme is classified as blind; if the original is
required, it is considered non-blind.

The effectiveness of watermarking systems is
determined by  several key  properties:
- imperceptibility; - robustness; - security; - capacity.

Imperceptibility - this is a crucial criterion in
digital watermarking. The problem is that, in an effort
to achieve high imperceptibility, developers may
reduce the amount of information that can be encoded
(capacity) or use less complex methods that are easier
to hide. This reduces the capacity and reliability of the
sign, as the information can be lost during audio
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compression or processing. While many watermarking
techniques aim for imperceptibility, some methods
intentionally embed perceptible watermarks.

Robustness - refers to the watermark's ability to
withstand various attacks and maodifications.
Generally, robust watermarks are preferred, although
there are instances where we may need to process a
watermarked document to completely remove the
signature. In some cases, a semi-fragile watermarking
approach is desirable, allowing the watermark to
survive certain alterations while being lost under
others. To achieve high reliability, it is usually
necessary to embed the sign in more robust parts of
the signal, which often reduces the invisibility and
can increase the capacity. However, increased
robustness usually reduces invisibility, as a robust
sign is easier to spot and potentially identify.

Capacity indicates the maximum amount of data
that can be embedded within a digital document. A
higher capacity is often important, as many
applications require substantial payloads. The more
information a watermark contains, the more
opportunities there are for authentication and content
tracking. However, increasing the capacity often
makes the watermark more visible and increases the
likelihood that it can be detected and removed. In this
way, capacity conflicts with invisibility and security,
as a visible mark is easier to find and remove, which
reduces its security.

Security ensures that only authorized users can
extract the watermark, which is essential for effective
copyright protection. High security requires complex
coding, which can be less invisible, and an increase
in the amount of data in the mark, which reduces
capacity and can affect invisibility. Thus, the desire
for security often conflicts with the requirements for
capacity and invisibility.

Analysis of recent research and publications

Historically, digital watermarking technologies
have been mostly developed and applied to protect
confidential and valuable information, especially in
the security, intellectual property, military, and
government projects. An analysis of the literature
shows that until 2020, 80% of research in this area
was conducted to watermark  confidential
information, and only 20% to process standard
content. Since 2020, the situation has changed
dramatically: with the development of digital
technologies and the proliferation of digital media,
watermarks are increasingly used to protect standard
content - music, movies, podcasts - and to support
intellectual property rights in the public domain.
Today, research in these two segments is evenly
distributed, with almost parity achieved.

This can be explained by the fact that the

sophisticated technologies, so such solutions were
mostly relevant in industries where information
protection is crucial (confidential information). The
use of watermarks in public media and for protecting
standard content began to develop later, when the
technology fell in price and became more affordable
for media companies, rights holders and content
streaming platforms.

Let's take a closer look at the range of
applications of digital watermarks for audio content:

1. Data Hiding [6]: This method embeds data in
audio content to ensure that it remains hidden from
unauthorized parties. It’s often used in contexts where
secrecy is paramount, making it difficult for
unauthorized users to detect or extract the hidden data.

2. Communication [7]: Primarily applied in
military and intelligence contexts, steganography is
used to send covert messages without detection. By
embedding these messages within audio signals,
covert communications are made more secure and
less likely to be intercepted.

3. Ownership [8]: Enables lawful embedding of
ownership credentials within digital content, preventing
unlawful alteration and asserting ownership. It acts as
proof of authenticity, allowing owners to establish their
rights over the content if challenged.

4. Authentication [9]: Audio watermarking that
confirms authenticity by embedding a hidden
signature that verifies the content's originality. If
tampering occurs, the altered watermark reveals the
modification, thus helping to detect any interference
and ensuring the audio’s integrity.

5. Forensics [10]: This method enhances the
owner’s ability to identify and respond to
unauthorized use of their content. It is used not only
to collect evidence against violations but also to
support adherence to usage agreements between the
content owner and users.

6. Broadcast Verification [11]: Broadcast
verification involves embedding a watermark in
digital content, such as radio ads, to track its
broadcast details. This ensures advertisers can
confirm that their ads are played the agreed number
of times and on the correct stations. For example,
watermarks help verify the station, frequency, and
time of each broadcast, supporting accurate
compliance with contractual obligations.

7. Audience Measurement [12]: In audience
measurement, watermarking embeds a unique
identifier in digital content, enabling broadcasters to
track viewership across channels. Audiometers in
households detect this embedded data, collecting
information such as channel, exposure time, and
program details. This data is then transferred to a
central database, allowing for accurate, consistent

development of reliable, secure, and invisible daily reporting of audience metrics across
watermarks required significant resources and  multiple platforms.
Bulletin of Lviv State University of Life Safety, Ne30, 2024 101


https://journal.ldubgd.edu.ua/index.php/index

These applications make watermarking essential
for managing digital rights, and enabling secure and
verifiable communication across various fields.

With the significant development of artificial
intelligence algorithms and their availability, more
and more researchers propose to use the capabilities
of neural networks in audio content watermarking
systems [13-24]. For example, Pengcheng Li, Xulong
Zhang, Jing Xiao, and Jianzong Wang in their study
[13] are working on developing a double-embedding
watermarking model for efficient watermarking and
improving attack resistance by studying the effect of
the attack level on the inverted neural network during
reliability training. However, the problem of how to
provide greater resilience to new types of attacks and
maintain high audio quality under different
processing conditions remains. Paper [14] describe
the use of a deep neural network and perceptual losses
to embed watermarks, taking into account
psychoacoustic effects. In [15], the authors use the
characteristics of the human auditory system (HAS)
and neural networks in the field of discrete cosine
transform (DCT) for imperceptible watermarking.
The issue of achieving a balance between the
imperceptibility and robustness of watermarks at
different levels of audio compression and processing
remains open.

Paper [16] provides an overview of various
watermarking methods using deep neural networks,
including a new taxonomy and examples of methods.
However, the lack of a unified methodology for
evaluating the effectiveness of different watermarking
methods makes standardization essential.

Research [17] proposes to use of the
convolutional neural networks for increasing the
resistance of watermarks to various attacks. Paper
[18] presents a countermeasure learning method to
improve watermarking resilience to attacks. It should
be noted that these methods will not work with new,
unpredictable types of attacks.

In [19], Arjon Das and Xin Zhong presented a
watermarking scheme for copyright protection by
embedding watermarks in audio content based on
deep learning. The authors failed to ensure high
watermark robustness without losing audio quality
and reducing computational complexity.

Most of the existing deep watermarking
algorithms use an encoder-decoder architecture,
which is redundant. In [20], David Megias proposes
an audio watermarking/extraction algorithm based on
adversarial perturbation, AAW. It adds tiny,

imperceptible perturbations to the underlying audio
and extracts the watermark using a pre-trained
decoder. However, this system remains unstable to
signal changes and requires optimization of recurrent
neural networks for different types of audio content.

Jiaming Hul, Boon-Han Lim and others in [22]
propose a hybrid approach that combines different
types of neural networks to improve the performance
of watermarking in audio content.

All of these studies show significant progress in
the use of neural networks for audio content
watermarking, but there are still issues that require
further study and optimization.

Methods

A number of studies suggest using human
auditory  perception to improve automatic
classification systems. The authors present a model of
auditory memory and psychoacoustic features,
combining them with deep learning, in particular
deep neural networks (DNNs), to classify audio
content. The classified information is then embedded
in the audio using a watermarking technique.

Sound signals in indexing applications vary
widely, from music to speech, requiring different
analysis techniques based on the nature of the audio.
For instance, while speech analysis focuses on
phonemes that last milliseconds, music genres require
longer durations for accurate classification. Despite
extensive research on automatic sound classification,
current methods only partially replicate human
perception. As a result, these methods work well in
some cases but fall short in others.

Systems for automatic classification of sound into
categories such as music, speech, gender, and emotion
typically embed a watermark using the DCT (Discrete
Cosine  Transform) [24], MLP (Multi-Layer
Perceptron) [ 25] and LSB (Least Significant Bit) [ 26].

The system usually works in the following stages:

1. Audio preprocessing: audio extraction and
feature extraction.

2. Transformation using DCT: extracting
important components of the audio signal.
3. Watermark  embedding  using  LSB:

embedding the watermark in low-value bits while
maintaining invisibility.

4. Analysis and classification using MLP: A
neural network processes features to categorize audio.

For a better understanding of the DCT -MLP -
LSB method, we have displayed the general stages of
the watermark embedding and audio classification
process in Figure 3.
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Figure 3 — Steps of the DCT -MLP - LSB method.
Source: author's development.

The experimental results [23] demonstrate the
system's effectiveness in both public datasets and
watermark robustness. For non-security applications,
robustness to intentional attacks isn't critical, but
resistance to signal processing like compression is
necessary. The watermark, in this case, holds
metadata such as artist information or registration
location, aiding in signal indexing.

In summary, the technique not only improves
audio classification but also embeds essential
metadata for efficient audio management. However,
it is worth noting that it would be advisable to take
into account such categories as age and national
identity when classifying audio, as they also have a
significant impact on the rhythm, timbre and
modulation of the voice.

Given that the effectiveness of the audio content
watermarking system largely depends on the nature
of the sound, a detailed study of the key stages of the
audio content characterization and classification
process was conducted.

Audio Feature Extraction. Feature extraction is
crucial for machine learning and pattern recognition
tasks. To achieve better results, extracted features
should be tailored to the specific application.
Typically, audio files are divided into overlapping
windows, and descriptors are calculated for each
frame. Then, statistics are gathered over longer, mid-
term windows. This creates two levels of processing:
short-term and mid-term.

The purpose of feature extraction is to identify a
set of characteristics from the dataset, often as a
means to reduce data complexity. Directly processing
the original audio signal is challenging, so this step is
necessary to reduce data while maintaining accuracy.
Selecting the appropriate set of features for a
particular application is critical to ensure high
performance and reliable classification outcomes.

Short-term Analysis. In short-term, or frame-
based, audio processing [27], the audio signal is
divided into overlapping frames of 10-50ms
duration, during which the signal is assumed to be
stationary. Descriptors are extracted and computed
within each frame. To avoid discontinuities at the
frame boundaries, windowing techniques like the
Hamming window are applied.

Once windowing is complete, features are
calculated per frame. These features can be
categorized into time-domain and frequency-domain
(spectral) features.

1. Temporal Audio Features: These are
derived directly from the raw audio samples. Key
features include:

- Short-term energy: Measures the energy in
each frame.

- Energy entropy: Captures the variability of
energy distribution.

- Zero-crossing rate: Counts how often the
signal changes sign, providing insight into signal
complexity.

These time-domain features provide a
straightforward way to analyze audio signals and are
part of technique’s feature extraction phase.

Spectral Audio Features: Combining time-
domain features with spectral features enhances the
accuracy of audio analysis. Spectral features are
computed using Discrete Fourier Transform (DFT)
coefficients. Prominent spectral features include:

- Spectral flux: Measures the rate of change in
the spectrum.

- Spectral centroid: Represents the "center of
mass" of the spectrum, often linked to the perceived
pitch.

- Spectral roll-off: Indicates the frequency
below which a certain percentage of the spectral
energy is contained.
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- Mel-Frequency  Cepstral Coefficients
(MFCCs) [28]: Capture the shape of the audio
spectrum in a way that reflects human hearing.

- Chroma vector: Represents the energy
distribution of pitch classes.

- Relative Spectral Analysis-Perceptual Linear
Prediction (Rasta PLP) [29]: A feature extraction
method that improves robustness to noise and
channel variations.

These combined features are critical for effective
audio classification, ensuring both time and
frequency information are captured during analysis.

Mid-term Analysis. Following the short-term or
frame-based analysis, mid-term statistics are
calculated on longer windows of approximately 1 to 10
seconds. While frame-based processing is often
favored in speech analysis, longer-term windows are
necessary to capture the semantic meaning of the audio
signal. In mid-term analysis, the audio is divided into
clips, each comprising several consecutive frames. For
each clip, key statistics such as mean value, standard
deviation, skewness, and kurtosis are computed from
the extracted short-term features.

These statistics are initially computed separately
and then combined using feature fusion to improve
the overall representation of the audio signal.

Deep Learning-Based Audio Classification.
This system employs Deep Neural Networks (DNNs)
for audio classification, using a Multilayer Perceptron
(MLP) architecture. In this configuration content
characterization handles three key tasks: music vs.

speech discrimination, speaker gender recognition,
and speech emotion identification. The model
utilizes categorical cross-entropy as its loss function
and softmax as the activation function in the final
dense layer.

Watermarking Technique for Audio Content
Characterization. The watermarking technique used,
DCT-MLP-LSB, is detailed in Figure 4. This method
classifies and embeds information about the audio
content (e.g., music, speech, speaker gender) into the
signal. First, the audio file is divided into fixed-length
segments, each analyzed and classified. The retrieved
content information is encoded into a binary vector,
where, for instance, "0" could represent music and "1"
speech. To improve robustness, a Hamming encoder
(8,12) is applied.

The audio signal is further divided into 512-
sample  blocks, each  transformed  using
Discrete Cosine Transform (DCT). The middle-
frequency band is selected for embedding,
and the Least Significant Bit (LSB) in this
band is replaced by the watermark. The process is
repeated for each block along the stream,
ensuring that each watermarked audio segment
carries its classification data (e.g., music, speech,
speaker emaotion).

During extraction, the process is reversed. The
audio is divided, DCT is applied, and the LSB of each
block is analyzed to reconstruct the watermark, which
is then decoded to reveal the classification of the
audio content.

Original Audio File

I

]
A 4

Fixed-dength Segmentation J

Watermark Construction

Watermark Embeding h

Iinto Block Division ]

Content characterization base
on watermark construction

|
—

DCT Transform
l | Mean DCT value I

| To binary vector conversion | |

LSB position

| ECC Coding |

IDCT Transfrom ]

‘ Watermark Segment Regrouping |

l

‘ Watermarked Audio

Figure 4 — Watermarking scheme of audio signal
Source:author's development (based on the analysis and generalization of the researched methods)
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In our opinion, the most comprehensive and
well-documented experimental studies on digital
audio watermarking methods to date are those
conducted by Hongbin Liu, Moyang Guo, Zhengyuan
Jiang, Lun Wang, and Neil Zhengiang Gong [33],
Guangyu Chen, Yu Wu, Shujie Liu, Tao Liu,
Xiaoyong Du, and Furu Wei [34], as well as
Charfeddine, M., Mezghani, E., Masmoudi, S., and
Ben Amar, C. [23]. These three studies cover key
aspects of watermarking, ranging from the first
systematic approach to testing (StirMark) to modern
performance evaluation methods (AudioMarkBench)
and applied uses of the technology. All three works
emphasize the importance of balancing security,
robustness, capacity, and imperceptibility, as well as
the need for unified testing approaches and the
development of algorithms capable of withstanding
complex modern attacks.

Study [32] introduces StirMarkBenchmark, a set
of tests designed to evaluate the robustness of audio
watermarks against various attacks. The authors
thoroughly examined the effects of standard attacks,
such as compression, cropping, noise addition,
playback speed changes, and resampling. The study
aimed to assess the reliability of watermarks under
real-world conditions. The primary contribution of
this work lies in the creation of a systematic testing
approach, which has since become a foundation for

many subsequent studies in digital watermarking.
The study highlighted the critical need to design
algorithms that remain resilient even after aggressive
audio processing.

In study [33], the authors propose a novel
platform, AudioMarkBench, for assessing the
robustness of audio watermarking algorithms. The
focus is on modern attacks, including those enabled
by advancements in machine learning, such as
generative noise algorithms. The researchers
compared popular watermarking methods, including
DCT, LSB, and wavelet transformation, based on
metrics such as robustness, imperceptibility, and
capacity. The study evaluates three state-of-the-art
watermarking methods against 15 types of
perturbations under no-box, black-box, and white-
box conditions. Testing was conducted using 18
NVIDIA RTX-6000 GPUs, each with 24 GB of
memory, and the full suite of experiments required
approximately 430 GPU-hours to complete.

Special recognition is due to the authors of this
study for making the AudioMarkBench tool publicly
available, thereby contributing to the standardization
of watermark evaluation. Additionally, the authors
released the dataset "audiomarkdata 20k.csv," used
in the AudioMarkBench testing. We had the
opportunity to analyze this dataset, and the results of
the analysis are presented in Figure 5.

name age gender language

count 20000 20000 20000 20000
unique 20000 4 2 25
top audiomarkdata_eu_21689570.mp3 teens female Basque
freq 1 5000 10000 800

Figure 5 — Characteristics of the "audiomarkdata_20k.csv" dataset.
Source: author's development

The dataset "audiomarkdata_20k.csv" contains a
total of 20,000 audio recordings representing four age
groups of various genders, recorded in 25 different
languages. Each age group is represented
by 5,000 recordings, and each language is represented
by 800 recordings.

The findings highlighted in the study emphasize
that while many modern algorithms perform well
across individual metrics, they rarely achieve a
balance among all key parameters.

In study [23], contemporary methods for digital
audio watermarking and their applications, such as
content protection, audience measurement, and
copyright management, were analyzed. The primary
focus is on balancing security, robustness,

imperceptibility, and capacity—critical requirements
for watermarking systems. The authors also
examined the role of modern algorithms, including
hybrid approaches (e.g., DCT+LSB) and artificial
intelligence-based methods. The study provides a
detailed review of common attacks, such as
compression and alterations of time-frequency
characteristics, and analyzes their impact on the
performance of watermarking systems.

Results.

Through the combinatorial application of
gualitative and quantitative research methods, result
comparison techniques, and result synthesis, our
study has achieved a comprehensive understanding of
the current state of digital watermarking for audio
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content. Key application areas were analyzed,
and promising directions for the use of these
technologies were identified. Specifically, seven
primary segments for the application of digital
watermarks in audio content were outlined:
authentication, copyright protection, broadcast
verification, audience measurement, forensic
analysis, data hiding, and communication.

A review of the literature indicates that, as of
2020, 80% of studies in this field focused on
watermarking confidential information, while only
20% addressed standard content. Today, research in
these two segments is evenly distributed, reaching
near parity. This sharp increase in interest in
watermarking standard content is driven by the rapid
development of artificial intelligence algorithms.

We have examined and schematically
represented the key aspects of the two main processes
(embedding and extraction) in watermarking systems.
Four critical parameters that significantly influence
the performance of audio watermarking systems were
identified and analyzed: security, capacity,
robustness, and imperceptibility.

The efficiency of modern methods for digital
watermarking of audio content was evaluated, and
gaps in existing research were revealed.
Despite numerous studies in the field of automatic
sound classification, contemporary methods only
partially replicate human perception. Consequently,
we identified limitations in existing methods,
particularly regarding the incomplete representation
of human auditory perception in classification
algorithms and the challenge of balancing core
characteristics ~ (security, capacity, robustness,
imperceptibility). These limitations highlight the
need for further research.

In order to develop the considered DCT-MLP-
LSB algorithm, we propose to replace the MLP
(Multi-Layer Perceptron) model in the DCT-MLP-
LSB algorithm pipeline with the SVM (Support
Vector Machine) model.

The study’s findings demonstrate that the
flexibility of methods and their adaptability to various
scenarios are critical for their widespread adoption.

Discussion:

The first scheme focuses on security
applications, particularly for copyright protection. By
embedding a signature in the mid-frequency range of
an audio frame, combined with neural network (NN)
techniques for insertion and detection, it enhances
both security and robustness. The integration of
frequency perceptual masking (HPM) ensures the
watermark remains hidden without noticeable
degradation in audio quality. The experimental
results demonstrated that this scheme provides
improved robustness compared to traditional
NN-based and other watermarking techniques,

meeting the standards set by the IFPI for
imperceptibility and security.

The second proposed scheme addresses non-
security applications, focusing on audio content
characterization. Here, the watermark contains
information about the audio's characteristics (e.g.,
speech segments, speaker emotion, etc.), allowing
users to navigate the content based on specific
criteria. By combining a deep learning framework
with the Discrete Cosine Transform (DCT), the
scheme enables efficient classification and
watermarking with high performance.

As a result of the study, we can state that in the
process of watermarking/extracting audio signals
using the methods described above, a number of risks
may arise related to the deterioration of key
parameters of audio content watermarking systems.
First of all, this is the risk of changing the audio
quality, i.e. the risk associated with perceptibility.
After all, replacing the least significant bits in the
mid-frequency band can degrade the sound quality,
especially if the audio signal is compressed (for
example, MP3) or has a high dynamic complexity.
Another risk is related to perceptibility - the risk of
detecting a watermark. After all, if changes become
noticeable to the listener, it can reduce the value of
the audio and draw attention to the watermark.

The second group of risks is related to
robustness. First of all, this is the risk of lossy
compression, which can damage the mid-frequency
band, leading to the loss of part or all of the
watermark. Another is the risk of noise. Adding noise
(either background or due to processing) can change
the LSB and make the watermark unrecognizable.
The third risk of the robustness group is cropping or
resampling. Changing the length of the audio file or
its sampling rate can disrupt the distribution of blocks
and make it difficult to extract the watermark.

The third group of risks includes risks related to
capacity. These are the risks of limiting/overloading
information. Due to the small number of bits in the
LSB of the mid-frequency band, the capacity of the
watermark is limited, which may not allow storing a
sufficient amount of classification data. If the
information content of the watermark exceeds the
available capacity, this may affect the stability and
accuracy of extraction.

The fourth group of risks is security risks. First
of all, this is insufficient data protection: If
classification data is not encrypted before embedding,
attackers can access and manipulate the watermark.
This is an attack vulnerability.

The LSB method, which is often used today and
is simple and quite effective, is vulnerable due to its
predictability —and  susceptibility to  signal
manipulation, such as noise contamination,
compression, or sample rate conversion. It is less

106

Bicuuk JUTYBJK, Ne30, 2024



secure and can be easily removed or modified if an
attacker knows how it is implemented. Therefore, it
is more appropriate to use hybrid methods, such as
DCT + LSB or DWT + LSB. Such approaches
combine the advantages of different methods,
increasing the robustness and security of the
watermark or methods that use artificial intelligence
(e.g., neural networks to generate or recognize
watermarks). However, these methods are more
difficult to reverse engineer. In addition, there is
always a risk of neural network error when using
artificial intelligence tools. A machine learning
classification model (MLP) may produce incorrect
results due to insufficient training or incorrectly
selected features. If the classification depends on the
characteristics of the mid-frequency band, embedding
a watermark can affect the classification result.

We also believe that in order to develop the
algorithm under consideration, it would be advisable
to replace the MLP (Multi-Layer Perceptron) model
in the DCT-MLP-LSB algorithm pipeline with the

SVM (Support Vector Machine) model. In our
opinion, replacing MLP with SVM is justified by the
fact that the audio signal may contain significant
fluctuations (changes in the time or frequency
domain, such as noise, compression, clipping, etc.)
SVM is better at dealing with such changes because
SVM focuses on key features, ignoring secondary
fluctuations, and is focused on finding the best
possible data separation in a multidimensional space.
In addition, compared to neural networks, SVMs
often demonstrate more stable results with a limited
amount of training data. All in all, this will increase
the algorithm's resistance to attacks and improve the
accuracy of watermark extraction.

After analyzing the key properties of an audio
watermarking system, we can observe that balancing
these characteristics to achieve system efficiency is a
challenging task. The nature of the interdependencies
among these parameters is illustrated in Figure 6.
Efforts to ensure security often conflict with the
requirements for capacity and imperceptibility.

Imperceptibility Capacity
Balance needed
for imperceptibility
High imperceptibility and capacity Increased capacity
reduces capacity lowers ness
Ideal balance:
properties optimized
Security requires
complexity and affects 5?,’“" ”‘d(mm
Imperceptibility
Higher robustness
impacts imperceptibility

Robustness

Figure 6 — Interdependencies in digital watermarking properties.
Source: author's development.

To avoid the above risks, it is possible to optimize
the invisibility by using perceptual models to select the
least significant bits in the range that do not affect the
sound quality. In order to increase the reliability of the
audio content watermarking system includes an error
correction code (e.g., Reed-Solomon or Hamming) to
increase resistance to distortion. The watermark is
encrypted using cryptographic encoding to protect the
content from attacks. It is also necessary to use
dynamic algorithms that take into account the specifics
of the audio signal. This will ensure the adaptability of
the system. In addition, thorough testing is required on
a regular basis. The system is tested on a variety of

audio files and scenarios, including noise,
compression, and cropping.
Therefore, we can state that the biggest

challenges and problems in the field of audio content
watermarking are

- ensuring that watermarks remain intact after
various signal processing operations such as
compression, filtering, and resampling, which is a
significant challenge;

- watermarks need to be invisible to listeners to
avoid degradation of sound quality, which is a
delicate task to strike a balance;

- an ongoing challenge to increase the amount of
data that can be embedded without compromising
reliability and transparency;

- developing methods that can embed and detect
watermarks in real time for live audio streams;

- protecting watermarks from deliberate attacks
aimed at removing or altering them without degrading
the audio quality.

Conclusions:

The research has resulted in a comprehensive
understanding of the current state of digital audio
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content labeling. In recent years, there has been a
significant breakthrough in the development of digital
watermarking methods and technologies due to the
rapid development of artificial intelligence
algorithms. Until 2020, 80% of research in this area
was conducted for the purpose of watermarking
confidential information, and only 20% for
processing standard content. Today, research in these
two segments is evenly distributed, and parity has
almost been achieved.

Despite the significant progress, this area
requires further in-depth research. Research on the
segments of the watermarking system related to
solving the following problems is promising: - system
resistance to attacks; - transparency for perception; -
data capacity and transmission speed; - real-time
processing of audio content: - security.

Modern  methods of automatic sound
classification only partially reproduce human
perception. As a result, we have identified the
limitations of existing methods, in particular, the
incomplete reproduction of human perception of
sound in classification algorithms, the difficulty of
ensuring a balance between the main characteristics
(security, capacity, stability, invisibility). This, in
turn, requires new research.

For the development of the considered DCT-
MLP-LSB algorithm, we propose to replace the MLP
(Multi-Layer Perceptron) model with the SVM
(Support Vector Machine) model in the pipeline of
the hybrid DCT-MLP-LSB algorithm.

To minimize the risks associated with the use of
digital watermarks, it is recommended to optimize
the imperceptibility by applying perceptual models to
select the least significant bits in the ranges that do
not affect the sound quality; increase the reliability of
the system by using error correction codes (e.g.,
Reed-Solomon or Hamming) to ensure resistance to
distortion; encrypt watermark using cryptographic
encoding to protect against potential attacks; - use of
adaptive algorithms that take into account the
specifics of the audio signal, which increases the
flexibility —of the system; regularly test
the system on a variety of audio files and scenarios,
including the impact of noise, compression
and cropping.

It is necessary to develop recommendations for
improving digital watermarking algorithms, in
particular by integrating modern artificial intelligence
approaches, improving signal processing models, and
developing hybrid algorithms.
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