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The article highlights the features of the corpus approach to the analysis of verbal predicates of Ukrainian,
Polish and English languages. The problems of corpus linguistics are outlined, and the corpora of texts are
reviewed, namely the General Regionally Annotated Corpus of Ukrainian (GRAC), the National Polish Corpus
(NKJP), and the British National Corpus (BNC). These resources, meeting the requirements of authenticity, rep-
resentativeness (balance), and sufficiency in volume (S. Buk, O. Demska, Ch. Fellbaum, S. Gries, A. Stefanow-
itsch M. Shvedova, V. Shyrokov and others), allow to optimize and to objectify the interpretation of language
material as well as to obtain high reliability of results. The scientific novelty of the study is a comprehensive
comparative analysis of the functional capabilities of the corpora of texts in Ukrainian, Polish, and English
to determine their features, as well as outlining the prospects of applying a corpus-based approach to identify
object connections of verbal predicates. The basic concepts of corpus linguistics are introduced. lemma, word
form, token, label (tag), co-usage (collocation), concordance, frequency, and CQL query; they are illustrated
by the implementations of the corresponding referentially specialized verbal predicates and their objects based
on GRAC, NKJP, and BNC. In particular, it is shown that the simplest use of text corpora is to certify the use of
a unit (concordance) and its frequency (i.e. the number of repetitions in the corpus). For languages rich in word
change, it is important to be able to identify different forms of one word with its basic form — the lemma. The
presence of a tag (POS, part of speech) allows acquiring the co-usage (collocations) of two words. It has been
illustrated how the studied corpora allow further grouping, frequency ordering, and isolation of specific word
combinations, and the markup of parts of speech facilitates the search for all collocations of verbal predicates
with potential object-nouns at a distance of 4 tokens. The function of searching for co-usage (collocations) of
verbs, grouped by lemmas or grammatical characteristics and ordered by frequency, is described. The advan-
tages of semantic markup in the GRAC corpus for the automatic search of language units and their combinations
are pointed out. All the described features of the text corpora are accompanied by illustrations from GRAC,
NKJP, and BNC.
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Introduction. Linguistic studies using corpora,
1.e. large collections of original texts, are gaining
popularity along with the development of informa-
tion technology that allows automatic search and
analysis of language units and their combinations.

Characterizing the peculiarities of relations
between a verbal predicate and the object, we con-
sider it appropriate to use a corpus-based approach,
which, according to researchers, ensures the objec-
tivity of results and prevents introspective inter-
pretation: “the standard procedures for accessing
corpora (concordances, collocate lists, frequency
lists) are a natural step towards identifying the
relevant distributions in the first place” (Stefano-
witsch, 2020, p. 59).
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Problem setting. Following the works (Buk,
2001, p. 62—65; Demska, 2011, p. 83-89; Fell-
baum, 2015, 2019; Gries, 2006; Stefanowitsch,
2020; Shvedova, 2020; Shyrokov, 2005, p. 12—-13),
text corpus means a set of language or speech data
described linguistically competently, presented in
the electronic form and fitted with appropriate spe-
cialized software, intended for a variety of stud-
ies, that meets the requirements of authenticity,
representativeness (balance), sufficiency in vol-
ume. As O. Demska rightly points out, corpus “is
formed from real fragments of written or spoken
speech, without providing for the modification
of speech reality, which turns it into an empirical
category and allows considering the actual corpus
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material as an empirical basis for linguistic study”
(Demska, 2011, p. 41).

The authenticity provides for the involvement of
texts of artistic, scientific, popular scientific works,
periodicals, transcription of radio and television
programs, etc. The Representativeness (or balance)
of the collection means the reproduction of quanti-
tative and qualitative diversity of areas of the real
use of a particular language; for example, preserv-
ing the relative share of artistic and scientific texts.
How big the corpus should depend on the lan-
guage; the existing corpora of the main European
languages range from hundreds of millions to over
a billion tokens (along with a lemma as an initial
form of a word, corpus linguistics uses the broader
concept of a token as the smallest unit into which
the corpus is divided, with any quantitative charac-
teristic in a text; tokens are any sequence of char-
acters between spaces or other separators: word
form, number, punctuation mark, symbol (smiley,
mathematical symbol, etc.). It should be noted that
the mechanical increase in the size of corpora today
does not require extraordinary efforts; a much big-
ger challenge is to maintain representativeness.

Analysis Procedure. The General Regionally
Annotated Corpus of Ukrainian (GRAC) is pub-
licly available and contains over 600 million words.
The National Corpus of Polish (NKJP) comprises
about 1.5 billion words, and the British National
Corpus (BNC) contains about 100 million words.
These corpora were created by research institu-
tions of the respective countries, and they meet the
already mentioned requirements.

An important point for the efficient use of
the corpus of any language in linguistic stud-
ies is the presence of marking. Usually, corpus
compilers keep relevant bibliographic data (e.g.
author’s name, title, edition, year, page, etc.) for
each fragment of a text, and add some gram-
matical information to each word (e.g., belong-
ing to a part of speech, gender, case, etc.). The
branching of the marking affects the qualitative
opportunities of studies based on the corpus data.
Thus, the semantic marking in the GRAC cor-
pus of Ukrainian makes it possible to distinguish
between abstract and common nouns denoting
living beings or non-living beings, etc. The sim-
plest use of language corpora is to certify the use

Figure 1. Examples of the use of the word form nue in the GRAC corpus of Ukrainian

Figure 2. Examples of the use of the verb numu in all its forms in the GRAC corpus
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of a unit (concordance) and its frequency (i.e.,
the number of repetitions in the corpus). For a
balanced corpus, the relative frequency v, =n /N
of the appearance of a particular word w in it (i.e.,
the ratio of the frequency n  to the total number
of words N) corresponds to its relative frequency

in real language use; thus, a higher frequency of
aunit w, than w, is an indicator that the unit w, is
more commonly used in real language than the
unit w,. Thus, the query [word = “nuB”"] finds in
the GRAC corpus of Ukrainian 8,965 cases of
the use of the word form nus (see Fig. 1). Given

Figure 3. Search for combinations of nouns with the verb numu in the GRAC corpus

Figure 4. Examples of the use of the lemma zumu in the GRAC corpus using
the SketchEngine search server

Figure 5. Frequency of the use of different forms of the lemma rumu
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Figure 6. Collocations of the lemma n1umu at a distance of at most 4 tokens

Figure 7. Collocations of the lemmas rumu and civo3u at a distance of at most 2 tokens

Figure 8. The search result for the lemma /aé in the NKJP corpus
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the volume of the GRAC corpus, we obtain a fre-
quency of 10.89 per million of tokens.

For languages rich in inflection, it is important to
be able to identify different forms of a word with its
basic form — /lemma (for example, the word forms
nue, n’'tomo, etc. with the verb numu in the infinitive
form). The availability of appropriate marking makes
it possible to take into account in one search query
with a given lemma also all the uses of its various
derived forms. Thus, the result of the query [lemma

= “nntn”] in the GRAC will be 68,212 examples
with the verb numu in all its forms (see Fig. 2).

Atag (POS, part of speech) mark makes it possi-
ble to obtain collocations of two words. For exam-
ple, to identify all nouns that occur after the verb
nuTH, you can use the search [lemma = “nutn’]
[tag = “noun.*”] (the result is 19,077 examples
of the use in the GRAC (see Fig. 3). The corpus
allows further grouping, frequency ordering and
allocation of specific phrases.

Figure 9. The search results for collocations of the lemma /aé with nouns

Figure 10. The search for collocations of the lemma drink with nouns
at a distance of up to 4 tokens

Figure 11. The list of noun collocations of the lemma drink sorted
by frequency

158



Nazarchuk R. Z., Karamysheva I. D. Corpus-based approach in the study of verbal predicates

Figure 12. The list of collocations of the lemmas drink and coffee

A. Stefanowitsch analyses the case (Stefanow-
itsch, 2020, p. 47-48) when the study of the use
of the adjective implacable in the 450 million cor-
pus of contemporary American COCA proves its
appearance mainly in a specific context, which
implies rivalry between people or even their
enmity. This fact is not reflected in the illustra-
tive materials of the Merriam-Webster dictionary,
which leads to misinterpretation of the connota-
tions of this adjective.

The greatest opportunities for researchers are
offered by corpora with flexible queries using
the CQL (Corpus Query Language). For exam-
ple, you can search for all potential objects of the
verb ramamu in the GRAC corpus using the query
(ltag = «noun.*»][){0,3}[lemma= «namaTtun»])|
(lemma = «namatu»][){0,3}[tag = «noun.*»])
within <s/>. The result is a list of uses of the
verb zamamu in all its forms (lemma= «iamaTny)
together with a noun ([tag = «noun.*»]) in one sen-
tence (within <s/>), between which there may be
up to three other words ([]{0,3}). For example:
B cBimiomy oTBOpi JBepeil MHUroTuIM MOCTaTi, i
JIesiKi, IePeCTyITaroyy B 3aXBaTi MOPIT, JIaMak TyT
CBSIILIEHHUN 3aTHUIIOK Pi3KUM YOBIaHHSM B3YTTS.

The detailed characteristics of the analysed text
corpora are presented below.

The GRAC is the largest corpus of the Ukrain-
ian language, publicly available and convenient for
conducting both general and specialized linguistic
studies. The GRAC contains rich grammatical and
semantic marking, is integrated into the Sketch-
Engine [https://parasol.vmguest.uni-jena.de/
grac_crystal/#dashboard?corpname=grac12]
search system, which allows advanced searching
with full use of marking using the CQL.

The total volume of version 12 of the cor-
pus published in 2021 is 822,959,896 tokens,
640,932,211 words (7,591,461 unique words total),
among which there are 2,693,775 lemmas; the
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GRAC contains 50,803,520 sentences collected
from 97,245 documents and is the largest digitized
base of the Ukrainian language.

The SketchEngine search server allows search-
ing for the number of uses of a word form or lemma
in the corpus, as well as finding their collocations
(common uses) with other units. For example, the
search for the lemma zumu gives 5,583 occurrences
(seeFig.4).Ifnecessary, you can view the frequency
of different forms of the basic lemma (see Fig. 5).

For further analysis, the server has the func-
tion of finding collocations, grouped by lemmas or
other grammatical characteristics and ordered by
frequency (see Fig. 6).

To identify special common uses, the Sketch-
Engine allows complex searches using the CQL;
for example, the query ([lemma = «cnbo3sa»]
[ KO,2}lemma=«nutu»])|([lemma=«nutn»]
[ X0,2}[lemma=«cbo3a»]) within <s/> starts a
search for collocations of the verb sumu and the
noun civo3a in their various forms; both units are
present in the same sentence (within <s/>), and
between them there may be up to two other words
(see Fig. 7).

The NKIJP is the corpus of Polish created in
cooperation with the Institute of Fundamentals
of Informatics of the PAS (the Polish Academy
of Sciences), the Institute of the Polish Language
of the PAS, the PWN Scientific Publishing House
of the PAS, and the University of Lodz with the
support of the Ministry of Science and Education
of Poland.

To work with the corpus, the PELCRA search
engine was used, which shows the frequency of
uses of a certain word form or lemma with sub-
sequent analysis of collocations. The NKJP con-
tains a balanced part (about 300 million words) as
well as a complete part (about 1.5 billion words).
For example, the search result for the lemma /a¢ is
presented in Fig. 8.
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The PELCRA system makes it possible to search
for collocations (for example, Fig. 9 shows the
search results for all the collocations of the lemma
la¢ with nouns immediately before or after it).

The BNC is the result of the work of a specially
formed consortium (which united the Universities of
Oxford and Lancaster, several commercial publish-
ing houses, and the British Library); contains almost
100 million words of British English of the late twen-
tieth century. The current version of the corpus was
completed in 1994 (the corpus is non-dynamic, like
the NKJP); 90% of all textual information are writ-
ten sources of various genres and 10% are conver-
sational sources. The BNC was created specifically
for linguistic studies and, despite its relatively small
size, the corpus is well balanced, and therefore the
results of searches in it are representative, i.e. give
an undistorted picture of the functioning of contem-
porary British English (according to C. Fellbaum,
experts consider the BNC to be “a reliable source
for English researchers” (Fellbaum, 2019, p. 749).

The publicly available program allows making
basic searches for exact matches, all forms of a
given lemma, collocations, etc. The corpus has a

partial morphological marking, but shows a lack of
semantic one.

For example, a basic search for the lemma
drink as a verb can be done by entering the query
drink v* in the field; the search result will be gen-
eral information about the frequency of this lemma;
in particular, it was found 2,981 times. The mark-
ing of parts of speech makes it possible to search
for all collocations of specialized reference verbs
with potential noun objects at a distance of at most
4 tokens (see Fig. 10). The search result will be the
list of all relevant nouns (see Fig. 11); the exam-
ples of the use can be viewed by highlighting the
desired one (see Fig. 12).

Conclusion. Linguistic studies using text cor-
pora allow automatic search and analysis of lan-
guage units and their combinations. The text cor-
pora of Ukrainian, Polish, and English (GRAC,
NKIJP, BNC) meet the requirements of authentic-
ity, representativeness (balance), and sufficiency in
volume. The introduction of research text corpora
into linguistic use makes it possible to optimize
and objectify the analysis of language material and
provides for highly reliable results.

ABBREVIATIONS

BNC - British National Corpus

GRAC — The General Regionally Annotated Corpus of Ukrainian

NKIJP — Narodowy Korpus Jezyka Polskiego
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KOPIIYCHUM HMIAXIA Y JOCAIIKEHHI JIECJIIBHUX ITPEIUKATIB

Ha3apuyk Poxconana 3iHoBiiBHa
KaHouoam @inonociyHux Hayx,
cmapuuil 8UK1A0a4 Kagheopu npukiaoHoi 1iHe8icmuKu
Hayionanvnozco ynieepcumemy «J/lvgiecoka nonimexnika»
eyn. C. banoepu, 12, Jlvsis, Ykpaina

Kapamumesa Ipuna lamipiBna
Kanouoam inonocivHux Hayx,
doyenm Kageopu NPpUKIAOHOI iHeBICMUKU
Hayionanvnozco ynisepcumemy «Jlvgiecoka nonimexmika»
syn. C. bBanoepu, 12, Jlveis, Yrpaina

Y cmammi eucsimieno ocobnueocmi KopnycHozo nioxo0y 00 aHanizy OIECHIBHUX NPeOUKamis YKPAaiHCHbKoi,
nonbCHKOI, aueniticvkoi Mos. OKpecieHo npobnemu KOPHYCHOI NiHeGICMUKY, 30iUCHEH0 021510 KOPHYCie mekcmie, a came
T'enepanvrozo pezionanvio anomosanozo kopnycy ykpaincoroi mosu (GRAC), Hayionanvnoeo kopnycy noiscovkoi Mogu
(NKJP) i bpumancvkoeo nayionanvnoeo kopnycy (BNC). 3eadani pecypcu, 8ionogioaruu euMo2am asmeHmuyHOCH,
penpezenmamuerocmi (36anancosarnocmi), docmamuocmi 3a oocseom (C. byx, O. Jlemcovra, K. @envbasm, A. Cmegharnosiy,
B. lupoxos, M. [llsedosa ma in.), daroms 3Mo2y ONMUMizyeamu i 06 €KmMusizysamu miyMaieHHs MOBHO20 MAMePIay,
o0epoicamu 8UCOKY 00CmosipHichb pe3yrvmamis. Haykoea Ho8U3HA 00CTIONCEHHS NOAS2AE Y KOMIAEKCHOMY 3iCIMAGHOMY
auanizi QYHKYIIHUX MOJICTUBOCTEN KOPNYCI8 MEKCMIB YKPAIHCHKOL, NOTbCbKOL, AHENIUCHKOI MO8 3 Memolo GUHAYEHHS.
ixnix ocobnueocmetl, a MaxodxiC OKPECIEHHA HePCNeKmus 3acmoCy8aHHs KOPNYCHOOA308aH020 NiOX00y O1sl GUABY
00 ’eKmHUx 38’A3Ki6 OI€CNiBHUX NpeduKamis. YeedeHo OCHOBHI NOHAMMA KOPNYCHOI NiHegiCMuUKuU: 1ema, crosogopma,
MOKeH, MimKa (mez), CRigyHCUBAHHSL (KOJZOKaL;i;l) KOHKOPOAHC, 4ACMOMHICIb, 3aNum CQL ix npoinocmposano
peanizayismu 6i0n0GIOHUX pepepermHo cneyiani3o8anux OiecnigHux npedummze i ixuix 00 ’exmie Ha 6azi GRAC, NKJP
i BNC. 3okpema, nokasano, wo Haunpocmiuie 6UKOPUCMAHHA KOPRYCI6 MEKCMIG NONASAE 6 3ACBIOUCHHI BIICUBAHHA MOI
yyu iHwoi o0uHuyi (concordance) ma ii wacmomuocmi (Mobmo KintbkKocmi nosmopens y Kopnyci). na mos, bazamux
HA CNLOBO3MIHY, BANCTUBA MOJNCTIUBICMYb [0eHmugbixayii pisnux gopm 00H020 crosa 3 11020 6a306010 HopmMor — 1emoio.
Ipoiniocmposearo, Ax 0ocriodiceHi Kopnycu yMOICIUBTIOIOMb HOOANbIUE SPYNYBAHHS, YROPAOKYBAHHSA 3d YACMOMHICIIO
ma GUOKDeMIeHHs KOHKPEMHUX CNOBOCHONYK, d POSMIMKA YACMUH MOBU NONESULYE NOWLYK YCIX KOAoKayitl OiecnigHux
npeouxamie 3 NomeHyitinumy 00 'ekmamu-imenHukamu Ha iocmani 4 moxenie. Onucano QyHKYilo NOWyKy CHiyHCUBAHD
0I€Ci6, NOCPYNOBAHUX 30 IEMAMU YU 2DAMAMUYHUMU XAPAKMEPUCTRUKAMU Md BNOPAOKOBAHUX 3d yacmomHuicmio. Bxazano
Ha nepesazu cemanmuunoi posmimiu y kopnyci GRAC 015 agmomamuyno2o nOWyKy 0OUHUYb MOBU MA iXHIX NOEOHAHD.
Yei onucani ocobausocmi kopnycie mexcmis cynpogodcero intocmpayismu 3 GRAC, NKJP i BNC.

Kniwouosi cnosa: kopnycua ninegicmuxa, xopnyc, GRAC, NKJP, BNC, diecnogo, 00 ’ckm, nema, Korokayis
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